
1 Introduction

This file explains an SDP relaxation problem generated from an optimal contribution problem in
tree breeding.

The problem we want to solve can be described as an mixed-integer SOCP problem below.

OPTOCP := max : gTx
subject to : xTAx ≤ 2θ

eTx = 1
l ≤ x ≤ u
x1, . . . , xn ∈

{
0, 1

N

}
.

(1)

Here, Z is the number of genotypes and the variables are x1, x2, . . . , xn. The vectors g, l,u ∈ RZ

and the matrix A are given. In particular, A is a symmetric positive definite matrix. For the
details of A, please refer to Yamashita et al. [1] We use e ∈ RZ is the vector of all ones. The
parameter is θ ∈ R and this is also given. Since each variable should be 0 or 1

N , this problem
is not a convex problem. In the above problem, we have to choose exactly N genotypes from Z
candidates.

In the material below, we use |S| to denote the cardinality of a set S. The vectors eS is the
vector of all ones of the lengths |S|.

2 Steps to derive an SDP relaxation

To derive an SDP relaxation, w first remove the variables that can be fixed by the constraint
l ≤ x ≤ u. For example, if ui < 1

N , then we fix xi = 0. We use two sets F and V so that
F ∪ V ⊂ {1, . . . , Z} and if i ∈ F , xi can be fixed to 0 or 1

N . The elements xi with i ∈ V remain
as variables.

We sort x so that V = {1, 2, . . . , |V |} and F = {|V | + 1, . . . , Z}. Then we divide the vector
x into xV and xF . In particular, xF is a constant vector due to l ≤ x ≤ u, we denote it as cF .

Therefore, the vector x can be expressed as

(
xV

cF

)
. In addition, we divide the given vectors and

matrices in the corresponding dimensions. Therefore, we now have

OPTOCP = max : gT
V xV + gT

F cF
subject to : xT

V AV V xV + 2cTFAFV xV + cTFAFF cF ≤ 2θ
eTV xV + eTF cF = 1
xi ∈

{
0, 1

N

}
for i ∈ V.

We introduce the binary variables y1, . . . , y|V | ∈ {−1, 1} through the relation yV := 2NxV −
eV ∈ R|V |. We also define

gmin := min{gi : i = 1, . . . , Z}

ḡV :=
1

4N
(gV − gmineV ) ≥ 0

ḡ :=
1

2N
(gV − gmineV )

TeV + (gF − gmineF )
TcF + gmin

c̄F := AV V eV + 2NAV FcF

θ̄ := 2N2(2θ − cTFAFF cF )−
1

2
eTV AV V eV − 2NcTFAFV eV

N̄ := 2N(1− eTF cF )− |V |.
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Note that gTx = 2ḡT
V yV + ḡ by eTx = 1. Therefore, we can describe the problem in another

form.

OPTOCP = max : 2ḡTV yV + ḡ
subject to : yT

V AV V yV + 2c̄TFyV ≤ 2θ̄
eTV yV = N̄
(eV e

T
V ) • (yV y

T
V ) = N̄2

yi ∈ {−1, 1} for i ∈ V.

We add a redundant equation (eV e
T
V ) • (yV y

T
V ) = N̄2 to make the relaxation tighter.

We introduce a variable matrix Y V V ∈ S|V | and derive an SDP relaxation.

OPTSDP = max :

(
0 ḡT

V

ḡV O

)
•
(

1 yT
V

yV Y V V

)
+ ḡ

subject to :

(
−2θ̄ c̄TF
c̄F AV V

)
•
(

1 yT
V

yV Y V V

)
≤ 0(

−2N̄ eTV
eV O

)
•
(

1 yT
V

yV Y V V

)
= 0(

−N̄2 0T

0 eV e
T
V

)
•
(

1 yT
V

yV Y V V

)
= 0(

−1 0T

0 eie
T
i

)
•
(

1 yT
V

yV Y V V

)
= 0 for i ∈ V(

1 yT
V

yV Y V V

)
⪰ O

Finally, we employ an slack variable t and a variable y00 to derive a standard SDP form.

−OPTSDP = min :

 0 0 0T

0 0 −ḡT
V

0 −ḡV O

 •

 t 0 0T

0 y00 yT
V

0 yV Y V V

− ḡ

subject to :

 1 0 0T

0 −2θ̄ c̄TF
0 c̄F AV V

 •

 t 0 0T

0 y00 yT
V

0 yV Y V V

 = 0 0 0 0T

0 −2N̄ eTV
0 eV O

 •

 t 0 0T

0 y00 yT
V

0 yV Y V V

 = 0 0 0 0T

0 −N̄2 0T

0 0 eV e
T
V

 •

 t 0 0T

0 y00 yT
V

0 yV Y V V

 = 0 0 0 0T

0 −1 0T

0 0 eie
T
i

 •

 t 0 0T

0 y00 yT
V

0 yV Y V V

 = 0 for i ∈ V 0 0 0T

0 1 0T

0 0 O

 •

 t 0 0T

0 y00 yT
V

0 yV Y V V

 = 1 t 0 0T

0 y00 yT
V

0 yV Y V V

 ⪰ O

Note that this SDP problem does not have interior-points and this fact causes numerical diffi-
culty.
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